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Topological phase transition in a disordered elastic quantum spin Hall system
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We investigate the effect of disorder on topologically nontrivial states in a two-dimensional (2D) mechanical
system. We first propose a quantum spin Hall (QSH) insulator based on an out-of-plane spring-mass model and
analytically study the interplay between the disorder and topology in both topologically trivial and nontrivial
systems. We adopt the spin Bott index to characterize the topological property in disordered mechanical systems.
By tracking the evolution of the spin Bott index with the increase of disorders, we quantitatively demonstrate the
disorder induced transition from a topologically nontrivial QSH insulator to a trivial insulator. We then validate
the topological phase transition through transient analysis in discrete lattices. Finally, we design a phononic
crystal based on the discrete spring-mass model and numerically verify the topologically protected states along
the boundary between the trivial insulator and disordered topological QSH insulator in a continuous system. This
work puts a step forward in understanding the role of disorder in a 2D topological classical system.
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I. INTRODUCTION

The discovery of topological insulators (TI) [1,2] opened
a new era for studies in condensed matter physics. The key
feature of a TI is the robust and directional flow of energy
at the boundary of the system, which promises a powerful
tool for the design of low-dissipative devices. In general,
the topological insulators can be classified into two kinds,
those that break the time-reversal (TR) symmetry [e.g., the
quantum Hall (QH) insulator [3,4]] and those that preserve the
time-reversal symmetry [e.g., the quantum spin Hall (QSH)
insulator [5,6] and the quantum valley Hall (QVH) insulator
[7,8]]. As the former type usually requires additional efforts
such as the strong external magnetic fields to support topo-
logical states, the TR-symmetry preserved system is more
practical to realize, thus drawing significant attention recently.
The QSH effect can be regarded as the effect of two coupled
quantum Hall states with opposite Chern numbers for each
spin. Taking advantage of the spin-orbit coupling [6], the QSH
system can support robust helical edge modes even in the
absence of magnetic fields. However, due to the lack of in-
trinsic spin, it is not straightforward to realize the quantum
spin Hall phase in classic wave systems which are composed
of spinless particles. In order to generate such a pseudospin
degree of freedom, Wu et al. introduced the zone-folding
technique and reported a topological photonic crystal with
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Ce lattice symmetry [9]. Afterward, similar ideas have been
applied to acoustic [10] and mechanical [11] wave systems,
which helped to take a great step in the development of topo-
logical metamaterials.

One of the important research directions in the study of
topological insulators is to understand the effect of disorder
on topology [1,2]. Generally, the topological state is immune
to weak disorder. With the increase of the disorder level
in the system, the topologically nontrivial phase will even-
tually vanish. Such topological phase transition is intuitive
to understand since the Bloch theory fails in the presence
of disorder that suppresses the periodicity of the structure.
Moreover, further investigations found an abnormal transition
from a trivial system to a topological one solely induced by
disorder, accompanied by the realization of the topological
Anderson insulator (TAI) [12]. Followed by the early works
on phase transitions in disordered topological electronic sys-
tems [13-22], the study on the interplay between disorder and
topology also extends to other fields, such as photonic systems
[23-27] and electric circuits [28,29]. Research on disorder
induced topological phase transition in the elastic topological
system has also been reported in a one-dimensional (1D) sys-
tem. Zangeneh-Nejad et al. realized the topological Anderson
insulator phases in a topological sonic crystal [30]. Shi et al.
numerically investigated the topological phase transition in a
disordered spring-mass chain [31].

Unlike the 1D systems, qualitative analysis and verification
of the topological transition in two-dimensional (2D) elas-
tic systems is still challenging due to the following reasons.
(1) Lack of proper topological invariant in a 2D disordered
system. Without explicit band structure, traditional classic
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topological invariants, such as the Chern number and spin
Chern number, are ill defined. (2) Difficulty in precisely
manipulating the disorder in 2D topological metamateri-
als. Particularly, accurate mapping from disorder parameters
in analytical models to a structure is not easy to achieve.
Recently, Liu et al. reported observation of TAI in a 2D
acoustic spin Chern insulator [32]. They proposed a bi-
layer phononic crystal with synthetic spin-orbit coupling
and experimentally demonstrated disorder-driven topological
spin-dependent edge states. However, disorder induced topo-
logical phase transition in other types of 2D elastic TI is
still missing. Particularly, analysis of the disorder effect in
zone folding induced TI, which is the most common type of
classical analogy of TI, is yet to be explored.

In this work, we focus on the investigation of disorder
induced topological phase transition in 2D elastic systems.
First, we start with a discrete mechanical QSH insulator based
on an out-of-plane spring-mass lattice. We compare different
approaches to calculate the topological invariant in periodic
cases and then generalize the spin Bott index to work as an
effective spin Chern number to characterize the topology of
disordered elastic QSH systems. Based on that, we systemat-
ically analyze the effect of random stiffness disorder on the
topology and quantitatively demonstrate the disorder induced
topological phase transition. Then, we validate the analysis by
comparing the transient wave fields of finite size disordered
structures under pseudospin excitation. Finally, we propose
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where K; = 2K, + Koy, k= (ky, ky), and k. (ky) is the wave
number in x(y) direction.

Figure 1(b) shows the dispersion curves of the unit cell
with different arrangements of Kj, and Kyy. The black lines
represent the case for Ki, = Kot = Ko = 1, where a four-band
degeneracy can be observed at I point [k = (ky, ky) = (0,0)].
When Kj, and K, are different, the degeneracy will be lifted
and a band gap appears. To ensure that the band gap is formed
near the original double Dirac point, we set the intracell and
intercell spring stiffness as Kj, = Kop(1 — 0.5A) and Ky =
Ko(1 4+ A). Here, A represents the perturbation of the spring
stiffness and it should be noted that the levels of perturbation
are different between K;i, and K, to ensure the band gap
is formed near the original Dirac frequency. By varying the
relative stiffness of intercell and intracell springs, the system
can be switched between a trivial insulator and a QSH insu-
lator. The red dotted lines in Fig. 1(b) stand for a case for
Kiy, = 0.9 < Ky = 1.2 with a band gap being formed near
the original double Dirac point.

To characterize its topological property, we can calcu-
late a topological invariant associated with the system, such

a phononic crystal and verify computationally the disorder
induced topological phase transition process in continuous
systems.

II. MECHANICAL QUANTUM SPIN HALL INSULATOR

We start with a simple mechanical QSH model, which is
composed of particles connected by springs. As shown in
Fig. 1(a), the system is a honeycomb lattice with uniform
masses (m = 1). Note that, in contrast to previous discrete
QSHE spring mass systems [33,34], we will focus on the
out-of-plane motion of the mass particles only. That is, each
particle has just one degree of freedom. Following the zone-
folding mechanism [9], we choose an expanded unit cell
containing six particles as indicated by the shaded hexagon.
The distance between the nearest neighboring masses is equal
toL.a; =a(l1,0) and @, = a(%, %5) are lattice vectors with
a = 3L being the lattice constant, as indicated by the red
arrows in Fig. 1(a).

We then define springs connecting masses within a unit cell
as intracell springs with stiffness Kj,, shown as the dashed
black lines in Fig. 1(a). The springs linking masses of different
cells are noted as intercell springs with stiffness Koy, shown as
solid black lines in Fig. 1(a). By applying appropriate periodic
boundary conditions, we can get the dynamic matrix of the
unit cell given as
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as the spin Chern number C;. One way to determine the
spin Chern number is through the analytical approach, where
we need to derive the effective Hamiltonian of the system
and map it to the Bernevig-Hughes-Zhang (BHZ) model
[6,35] of the QSH effect in an electron system. By trans-
forming the dynamical matrix DD to a pseudospin vector
basis [py+, dy, p—, d_], we can obtain the effective
Hamiltonian of the system, given as

H= QT[pm dxya Py dxzfyz]-i.D[va dxy’ Py dxzfyz]Q

=[ps+.dy, p—,d_1'Dlpy.dy, p_,d_] )
where
[px’ dxyv Py, dxz,yz]
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represent the electronic orbital-like p/d type degenerate
modes at the I point,
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where k = (8ky, 8ky) is a small wave vector deviating from
the T" point, 8k? = 8k,> + k2, and Hi(Slz) represents the
Hamiltonian for the pseudospin-up/down state. Note that
H(8K) resembles the BHZ Hamiltonian of HgTe quantum
wells [6].

The other way to obtain the spin Chern number is to
numerically integrate the Berry curvature of band dispersion
of the projected effective Hamiltonian Hi((Sl_é) over the first
Brillouin zone. Figure 1(c) depicts the Berry curvature (£2)
of the lower spin-down channel for Kj, < K,y. By integrat-
ing the Berry curvature over the first Brillouin zone, we can
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FIG. 1. (a) Schematic of the unit cell of a spring-mass-based dis-
crete structure. (b) Band structure of the expanded unit cell. (c) Berry
curvature of the lower band of the spin-up channel. (d) Configuration
of a finite size lattice structure with fixed boundary conditions. Green
dots stand for the mass particles whose displacements are set to zero.
(e) Eigenfrequencies of the finite size structure. (f) Eigenvalues of
the spin projector operator P;.

is the unitary transformation operator, and
[p+, d+, p—, d_] indicates the pseudospin up (+)
and down (—) states. Specifically, py = \/%(px +ipy) and
dy = %(dxy +id2 ).

Then we need to expand the effective Hamiltonian H near
the I" point to the first order and get

. H., (8k) 0
H(sk) = - | 3
0 H_ (k)
with
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(

obtain the corresponding spin Chern number given as C~ V=
% /, Bz Qd’k. See Appendix A for the Berry curvatures and
spin Chern numbers of all spin channels. Following these
methods, we can find that the system is a trivial insulator
(Cs = 0) for Kj, > Ky or a nontrivial QSH insulator (Cy = 1)
for Kin, < Kou- By combining these two kinds of topologically
distinct phases, we can realize spin-dependent edge states
along the domain wall. Here, the spin Chern number provides
an elegant way to characterize the topological property in the
proposed periodic system.

II1. SPIN BOTT INDEX IN MECHANICAL SYSTEMS

In the presence of disorder, the translational symmetry
of the structure is broken. The two aforementioned classic
methods to calculate the spin Chern number in the periodic
system are not applicable anymore. Therefore, we need to
use a new topological invariant to classify the topological
phases in disordered QSH systems. Here, we adopt the spin
Bott index proposed by Huang et al. [36,37] in electronic
systems and generalize it to a mechanical setup. In this work,
we focus mainly on spring stiffness disorder. Note that our
spring-mass model can be treated as a special phononic 2D
Su-Schrieffer-Heeger (SSH) model in the study of the disorder
[38]. Specifically, the disorder in the spring stiffness simulta-
neously perturbs the hopping strength and on-site potential in
the SSH model. We impose a global random stiffness disorder
in the system, given as

ijKj+KOWj6j forj =1,2,...,N, (5)
where N is the total number of springs, €; is a random number
ranging from —1 to 1, K; is the unperturbed spring stiffness
and may take the values K;, or K, depending on its location,
W; = W§; is the corresponding disorder magnitude with W
being the disorder strength, and &; is a coefficient that con-
trols the ratio between the disorder strength on intracell and
intercell springs.

To calculate the spin Bott index, we consider a finite
size structure containing N = N; X N, unit cells and impose
fixed boundary conditions on all four boundaries as shown in
Fig. 1(d). Throughout our study on discrete models, we set
Ny =N, =20.
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First, we need to construct a projector operator of the
occupied states of the effective Hamiltonian H below the
band gap,

Noce

P ="y wil, (6)

where Ny = 2N and ; is the ith normalized eigenvector
of the effective Hamiltonian H corresponding to eigenvalue
w?. Figure 1(e) shows the eigenfrequencies of the finite size
clean structure (without disorder W = 0) made of the unit cell
defined in Fig. 1(a) with Kj, = 0.9 < K,y = 1.2. The shaded
region represents the band gap predicted by the unit cell band
structure. Please find the eigenfrequencies and eigenmodes of
the finite size structure with different types of unit cells in
Appendix B.

Then, we need to decompose P into two spin sectors by
using a spin operator S,

P, =PS.P, ©)

where 5'; =0, QX Iy and o, is the Pauli matrix. Figure 1(f)
shows the eigenvalues of P,. One can see nonzero eigenvalues
of P, are generally divided into two groups (| £ ¢;) = :l:%)
corresponding to the spin up and spin down sectors, respec-
tively. We can write the associated eigenvalue problem as

P+ i) = S+l £ ). (®)
Accordingly, the new spin up/down (+/—) projector operator
can be expressed as

NOCC/2

Pil = ) |+ 6:)(£ail. ©)

After rescaling the coordinate of the centroid of each unit cell
into the interval [0,1), one can derive the projected position
operators as

Uil = Pre™ Py + (I — Py), (10)

Vi| = Pee®™ Py + (I — Py). (11)

Finally, we can calculate the Bott index of the two spin sec-
tors. The spin Bott index is given as [36,37]

l K
By = 2—Im{tr[ln(ViUﬁ:Vj:UjE)]}, (12)
T

B, = %(B+ —B.). (13)

Note that the spin Bott index is equivalent to the spin Chern
number and can be applied to disordered systems to determine
the topological QSH phases. With such a powerful tool, we
can start to explore topological transitions in the disordered
2D mechanical lattice.

IV. DISORDER INDUCED TOPOLOGICAL TRANSITION
IN A DISCRETE MECHANICAL LATTICE

To demonstrate the disorder induced topological transition,
we take the structure shown in Fig. 1(d) with 20 unit cells
in both lattice vector directions. The finite structure contains
2400 particles and thus 2400 degrees of freedom in total. In

this study, we propose a special type of disorder, a discrete
disorder, and explore its effects on topology in both topo-
logically trivial and nontrivial 2D mechanical lattice systems.
Specifically, the discrete disorder is determined by the choice
of random parameter ¢; in Eq. (5). Here ¢; is drawn from the
discrete uniform distribution on the interval [—1, 1] and can
only take values —1, O, or 1. Following the ratio of perturba-
tion in defining Kj, and Ky, we set &, = 0.5 and &, = 1.
We choose Ky = 1 and A = F0.2 to define our clean systems
(no disorder) as the base reference. Based on our previous
analysis of the periodic discrete model in Sec. II, we know
that, when A = —0.2, the system is topologically trivial with
Kin = 1.1 > Koyt = 0.8. For A =0.2, the system becomes
topologically nontrivial with Kj, = 0.9 < Koy = 1.2.

Figure 2(a) shows the evolution of the spin Bott index with
the increase of disorder strength W. Each data point represents
the numerical average of 200 disorder realizations and the
error bars indicate the standard deviations. We begin by taking
a look at the role of disorder in a trivial system. As shown by
the red line in Fig. 2(a), the spin Bott index of a trivial sys-
tem remains zero regardless of the disorder strength. That is,
introducing random discrete disorder cannot alter topological
phases in the trivial mechanical lattice for our choice of &;, and
&out- Then, we discuss the phase transition in a topologically
nontrivial system under disorder, indicated by the blue line in
Fig. 2(a). For W = 0, such a clean system is a QSH insulator
with the spin Bott index being 1, which agrees well with our
analytical results obtained from the unit cell analysis. After
introducing disorders in the system, we can see that the spin
Bott index remains constant and barely shows any deviation at
the low disorder level. This is clear evidence of the robustness
of the topological property which is proven to be immune to
weak disorder (W < 0.4). By further increasing the disorder
strength, we observe a sharp drop of the spin Bott index from
1 which eventually becomes quantized near 0. This indicates
that the system is changing from a topologically nontrivial
phase to a trivial one.

This topological phase transition is usually accompanied
by the closure of a band gap. We take the structure shown in
Fig. 1(d) to investigate the band gap closing process. To get rid
of the influence of boundary modes, we modify the structure
by imposing periodic boundary conditions at all four edges.
Figure 2(b) shows the eigenfrequencies of the 20 x 20 struc-
ture with the increase of disorder strength. At each disorder
level, we take 200 realizations and plot all the eigenfrequen-
cies overlapping with each other. Blue and red circles are the
lower and upper edges of the band gaps for all realizations,
which refers to the center two eigenfrequencies (1200th and
1201st) in the spectrum. One can see that the band gap al-
ways exists for all the disorder realizations when the disorder
is in a weak range W < 0.4, which very well explains the
initial plateau of spin Bott index under disorder in Fig. 2(a).
Upon further increase of disorder, the upper and lower edges
of the disordered topological band gap start to merge with
each other. Particularly, during the transition region, we see
very large deviations in the disorder-averaged spin Bott index.
This is because the system’s topological nature becomes very
sensitive to small perturbations near the critical point and is
highly dependent on specific realization when the band gap is
about to close. Here, we introduce the ratio between the band
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FIG. 2. (a) Dependence of spin Bott index Bgs on the disorder strength under random discrete disorder. (b) Eigenfrequencies of a
topologically nontrivial structure with periodic boundary conditions under different levels of disorder. (c) Disorder-averaged band gap edges

and relative band gap width.

gap width (BGW) of the disordered and clean configuration
to quantitatively characterize the band gap closure process,
indicated by the orange line with star marker in Fig. 2(c).
Blue and red circles represent the disorder-averaged lower and
upper edges of the band gap, respectively. The error bars show
the standard deviations.

In summary, we quantitatively demonstrate that the dis-
order in the QSH system tends to destroy its topological
nature. Note that the disorder in our model is determined by
two parameters, £;, and €;. By varying these two parameters,
we can manipulate the topological phase transition process
by shifting the critical transition boundary. Please find more
details about the effect of disorder parameters in Appendix C.

V. PSEUDOSPIN-DEPENDENT INTERFACE STATES
IN A DISORDERED QSH SYSTEM

One of the most important features of the QSH system is
the unidirectional propagation of topological edge modes. To
validate previous analysis on the topological phase transition
by tracking the spin Bott index, we proceed to investigate
the transient pseudospin-dependent wave transport along a
designed interface between a trivial insulator and a disordered
QSH TIL

Figure 3(a) displays a schematic of a numerical simula-
tion setup, which contains 40 x 40 unit cells in total and is
made of two kinds of unit cells. Specifically, the inner core
(indicated by the shaded region) consists of 20 x 20 topo-
logically nontrivial unit cells [marked as type A in Fig. 3(a)
for the sake of visualization] with K;;, = 0.9 and K, = 1.2.
All the surrounding area contains trivial unit cells (type B)
with Kj, = 1.1 and K, = 0.8. Therefore, a rhombic do-
main wall is formed between these two topologically distinct
substructures. To selectively excite a pseudospin mode, we
impose displacement input near the interface according to
the pseudospin up state p.. Specifically, Gaussian-modulated
sinusoidal pulses (GMSP) with proper phases are placed at six
sites within a unit cell as indicated by the red star. Figure 3(b)
shows snapshots of simulated elastic wave propagation under
a pseudospin up excitation with center angular frequency at
1.71 in a clean system. It is clear that the elastic waves travel
only along the interface in the clockwise direction and can
pass the sharp corners with negligible backscattering.

Then we move on to the disordered QSH systems to in-
vestigate their characteristics during the topological phase

transitions. As we mentioned in the last section, introducing
disorder in the trivial configuration will not flip the topologi-
cal phase. We only impose disorder in the inner core region
during the following analysis, which is made of topologi-
cally nontrivial unit cells [see the shaded area in Fig. 3(a)].
Figures 3(c)-3(f) are the schematics of the inner core under
discrete disorder with strength W = 0.2, W = 0.4, W = 0.6,
and W = 0.8, respectively. Color intensity represents the dis-
order magnitude of spring stiffness (W;je;).

Figures 3(g)-3(j) show the snapshots of transient results
of the elastic wave fields under a pseudospin up excitation
with center frequency at 0.272 Hz for corresponding disorder
configuration. Similar to a clean system, the pseudospin waves
mainly travel along the interface in the clockwise direction in
a system under weak disorder W = 0.2 and 0.4. However, as
the C¢ symmetry at the interface is further broken by the dis-
order besides the initial mismatch between the topologically
distinct unit cells, we start to observe more backscattering
by the spin mixing defects [39-42] [see bottom panels of
Figs. 3(g) and 3(h)]. When the stronger disorder is present,
we can barely observe any propagation along the interface.
Instead, we find the energy tends to penetrate into the bulk
for W = 0.6 [Fig. 3(1)] and show stronger localization for
W = 0.8 [Fig. 3(j)]. This could be explained by the Anderson
localization [43]. Based on the characteristic and significance
of the propagation of pseudospin waves, we can learn that
the inner core can retain its topological nature under weak
disorder (W < 0.4) and start to lose its topological properties
with the increase of disorder strength, which is inconsistent
with our previous prediction by the spin Bott index.

It is worth mentioning that the spin Bott index of a dis-
ordered QSH system in Fig. 2(a) is an averaged result of
numerous realizations, which actually shows a very large
deviation during the transition region. The transient simu-
lation results shown in Fig. 3 are based on one particular
realization, which does not reflect the statistical property of
the topologically disordered QSH systems, particularly during
the transition region. Please find the transient results of two
more realizations under discrete disorder in Appendix D to see
the disorder-realization-dependent propagation of pseudospin
waves in disordered structures.

VI. DISORDERED TOPOLOGICAL PHONONIC CRYSTAL

So far, the interplay between disorder and topology has
been explored in the discrete model. To extend our discrete
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FIG. 3. (a) Numerical setup of the rhombic structure. The interface between two kinds of topologically distinct lattices is indicated by the
black dashed line. (b) Transportation of the pseudospin-dependent wave package along the interface at a different time in a clean system. Color
intensity represents the power spectral density of the particle displacements. (c)—(f) Schematics of the disordered inner core under random
discrete disorder with strength W = 0.2, W = 0.4, W = 0.6, and W = 0.8, respectively. (g)—(j) Snapshots of transient simulated results under
pseudospin excitation in the corresponding disordered structures. Color bar represents the magnitude of the nondimensionalized displacement
given as 20 an—é, where u; is the particle displacement and A is the amplitude of the displacement input.

spring-mass model into a continuous structure, we propose a
phononic crystal constructed by connecting hexagonal prism
cavities with square tubes, as shown in Fig. 4(a). Here the gray
parts are filled with air with density p = 1.3 kgm ™ and speed
of sound v = 343 m/s, and the white parts are rigid walls.
The prism resonance cavities work effectively as the mass
particles in the discrete model and the air channels in square
windows are equivalent to the springs. The parameters used
are m = 15 mm, n = 1.3 mm, H = 25 mm, and b = 2 mm.
A top view of the extended unit cell of the phononic crystal
and a rough mapping to the discrete spring-mass lattice can be
seen in Fig. 4(b). By varying the cross section of the air tubes,
we can effectively tune the spring stiffness corresponding to
the discrete lattice model. Figure 4(c) gives the relationship
between the width of the square channels (d) and the effective
spring stiffness. Red circles represent the results obtained by
fitting unit cell dispersion curves of a discrete lattice model
with that of the phononic crystal calculated by finite ele-
ment analysis (FEA) software COMSOL MULTIPHYSICS (see
Appendix E for more details on the fitting process). The black
line stands for the second degree polynomial fitted to the data
red dots.

To verify the topological states along the interface between
the topologically nontrivial disordered QSH insulator and a
trivial insulator, we construct a U-shape interface by joining
the substructure with two kinds of unit cells. Specifically,
a type A unit cell is topologically nontrivial with d, =
4.9 mm and dy, = 5.4 mm, which corresponds to Kj, =
0.9 x 10° and K,y = 1.1 x 10° in the discrete model. Here,
di, and d, refer to the width of intracell and intercell air chan-
nels, respectively. A type B unit cell is topologically trivial
with dj, = 5.2 mm and dy,, = 4.7 mm, which is equivalent
to a unit cell with K, = 1.1 x 10 and K, = 0.8 x 10° in

(=)}

—i
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FIG. 4. (a) Detailed view of the design of the phononic crystal.
(b) A top view of the unit cell and a mapping relation to the discrete
model. (c) Relationship between the width d of air tubes and the ef-
fective spring stiffness. (d) Schematic of the finite element simulation
setup. A U-shape interface is created by putting substructures with
two types of unit cells adjacently. The red star indicates the excitation
point. (e)-(i) Simulated wave field with a harmonic excitation along
the interface under discrete disorder with disorder strength W = 0,
0.2, 0.4, 0.6, and 0.8, respectively.
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the discrete model. Figure 4(d) is a schematic of the FEA
setup. Specifically, the inner core consists of the type A unit
cells with intracell air channels narrower than the intercell
ones, while the outer part contains trivial unit cells (type
B) with intracell air channels wider than the intercell ones.
The green lines represent the radiative boundary conditions
imposed on four sides of the system, which allows acoustic
waves to leak into the environment to reduce reflection at
these boundaries. Six point sources with appropriate phase
differences are put in the six air cavities within one unit cell
as marked by the red star in Fig. 4(d) to excite the system with
pseudospin up modes. We then use COMSOL MULTIPHYSICS to
perform the harmonic finite element analysis. Similar to our
arrangement in the transient analysis in Sec. IV, the discrete
disorder is only introduced on the inner core region. Note that
the disorder configuration is determined by changing the air
tube width d based on the spring stiffness information from
a disorder realization in the discrete model. See Appendix F
for a flowchart explaining the process of constructing the
disordered phononic structure.

Figure 4(e) shows the steady state response of a clean
system under pseudospin-up excitation. It is clear that the
acoustic waves are very well confined to the topological in-
terface and can only propagate in the clockwise direction.
Particularly, the pseudospin waves can robustly pass the sharp
bends without obvious reflections and scatterings.

The one-way propagation of pseudospin dependent waves
at 2.72 kHz with the weak disorder (W = 0.2, 0.4) are shown
in Figs. 4(f) and 4(g). Specifically, a disordered QSH system
with A type unit cells under disorder level W = 0.2 or 0.4
has spin Bott index 1 with very small variations, thus indi-
cating a stable topologically nontrivial state [see Fig. 2(a)].
In this case, we can observe that the acoustic waves are still
mostly localized near the topological boundary and a signif-
icant amount of the energy is still flowing in the clockwise
direction. However, instead of a uniform energy distribution
along the propagation path as seen in the clean system, we
start to see more unevenly distributed modes at the interface
with energy penetrating to the bulk of the substructure.

As we further increase the disorder strength to W = 0.6,
the pseudospin excitation does not generate unidirectional
propagating waves [see Fig. 4(h)]. Finally, when the disorder
strength reaches W = 0.8, the inner substructure becomes
topologically trivial with a spin Bott index very close to zero
[see Fig. 2(a)]. That is, the interface between the substructures
A and B can no longer be treated as a topological domain wall.
As presented in Fig. 4(i), acoustic energy spreads into the bulk
of the structure. Again the results in Figs. 4(e)—4(i) are based
on a single disorder realization, which cannot represent the
statistical characteristics of the disordered topological QSH
insulator. Steady-state wave fields under pseudospin up exci-
tation for one more realization are plotted in Appendix G for
comparison.

VII. CONCLUSION

This paper investigates the interplay between topology and
disorder in both discrete and continuous 2D phononic sys-
tems. Quantitative analysis of the disorder effect is conducted
by tracking the spin Bott index. We find that a topologically
nontrivial QSH system can endure a certain level of disorder

~
—_

—
Berry culrvature )
S o
; a
3,
|
| |
| |
- '
‘
| ) 4
‘
‘
Berry curvature
)

7r
<
~
<
=~
</
|
\
~
><\

b)20

[

|
)
<@

—
(@]

~
]
(=)

—

Berry curvature
- S
2
1
1]
-
Berry curvature o
|
S o
S
/ +
( Il '
| |
-

ky ~—
y ky

FIG. 5. Berry curvature and spin Chern number of four pseu-
dospin channels for Kj, < Koy. (a) The lower band of pseudospin
up. (b) The upper band of pseudospin up. (c) The lower band of
pseudospin down. (d) The upper band of pseudospin down.

and will eventually alter its topological nature under strong
disorder. Transient simulation results of the pseudospin de-
pendent waves also confirm the topological phase transition
induced solely by disorder and agreed well with the spin Bott
index prediction. With the proposed framework, we provide a
powerful tool to quantitatively analyze the topological phases
in a disordered 2D system. The results reveal unexpected
robustness of the zone-folding induced topological phases
and may inspire future explorations on the sensitivity of the
topologically nontrivial system to different types of disorders.
The findings also lay a foundation for the possible realization
of TAI in 2D mechanical systems.
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APPENDIX A: BERRY CURVATURE AND THE SPIN
CHERN NUMBER

Figure 5 shows the calculated Berry curvature in the
first Brillouin zone for all spin channels. By integrating the
Berry curvature, we can obtain the corresponding spin Chern
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numbers of four spin bands, given as CS¢ =1, CST =1,
CS$ *=—1, and CST * = 1. Then the spin Chern numbers of
G -c
- =
y_cit-cl” .

—land Cg = === =1, respectively. Therefore, the total
e

2

spin up and spin down states are defined as CSl =

, indicat-

spin Chern number can be calculated as Cy =
ing a topologically nontrivial system.

APPENDIX B: EIGENFREQUENCIES AND TYPICAL
EIGENMODES OF THE FINITE SIZE STRUCTURES WITH
DIFFERENT TYPES OF UNIT CELLS

Figure 6(a) compares eigenfrequencies of the finite size
structures with different choices of unit cells. The blue circles
represent the case for topologically nontrivial unit cells with
Kin = 0.9 < Ko, = 1.2, which is the same as Fig. 1(e). The
red circles stand for results of topologically trivial unit cells
with K, = 1.1 > K, = 0.8. Figures 6(b) and 6(c) give ex-
amples of bulk modes with frequencies outside the band gap in
a trivial and nontrivial configuration, respectively. While the
properties of the bulk modes are similar, the clear differences
can be observed in the frequency band gap. It is easy to
catch that the main difference between these two cases is the
emergence of boundary modes within the band gap range in
the topologically nontrivial structure. Figures 6(d) and 6(e)
show typical examples of an edge state and a corner state,
respectively.

APPENDIX C: EFFECT OF DISORDER PARAMETERS ON
THE TOPOLOGICAL PHASE TRANSITIONS

In the main body of this paper, we focus on the interplay
of discrete disorder with topology. It is controlled by two pa-
rameters &; and €;. Specifically, &; refers to the disorder ratio
between intercell and intracell disorder coefficients (&, /&out)-
It explains the fact that intercell and intracell springs may
have different tendencies to develop disorders. Figure 7(a)
compares the disorder averaged spin Bott index for different
combinations of &, and &,,. The blue line stands for the re-
sults of the case with &, = 0.5, &, = 1, which is the same as
Fig. 2(a). The red line plots the results obtained with &, = 1,
&out = 1. The choice of €; determines the disorder type. By
randomly selecting integers from the discrete uniform distri-
bution on the interval [—1, 1], we define the so-called discrete

disorder, which is a very simplified case of disorder. A more
general type of disorder, namely the continuous disorder, can
be realized by setting €; as a uniformly distributed number
in the interval [—1, 1]. Figure 7(b) compares the effects of
discrete (blue line) and continuous (yellow line) disorder on
topology. In summary, by varying disorder parameters, we
will be able to manipulate the topological phase transition
process and shift the critical transition boundary.

APPENDIX D: TRANSIENT WAVE ANALYSIS FOR OTHER
REALIZATIONS UNDER DISCRETE DISORDER

In Fig. 2, we can observe that the spin Bott index of
a system with a certain disorder level shows a very large
deviation, which indicates that topology is highly dependent
on a particular disorder configuration for a certain range of
disorders. Here, we conduct two extra transient simulations
for different discrete disorder realizations and demonstrate the
snapshots of wave fields at + = 300 in Fig. 8. We see very
similar wave propagation phenomena for weak disorder cases
(W = 0.2 and W = 0.4), corresponding to the stable spin Bott
index that is very well quantized at 1. Figures 8(c) and 8(d)
show two more numerical simulation results with disorder
strength W = 0.6 and 0.8, respectively. By comparing the
structure responses of different realizations, we find that a
larger standard deviation of the spin Bott index suggests that
systems with different disorder realizations tend to respond
more distinctively under the same pseudospin excitation. De-
spite the fact that such an approximate relationship involves
intuitive interpretations of the transient wave fields, it still
helps to give a better understanding of the disordered QSH
system based on the calculation of the spin Bott index.
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FIG. 7. Effect of (a) disorder ratio and (b) disorder type on the
topological phase transition.
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APPENDIX E: PARAMETER FITTING BETWEEN
THE SQUARE TUBE WIDTH AND THE EFFECTIVE
SPRING STIFFNESS

In order to find the relationship between the square tube
width and the effective spring stiffness, we fit the dispersion
diagram of the spring-mass model with that of a phononic
crystal obtained from COMSOL MULTIPHYSICS. Figures 9(a)
and 9(b) show the unit cell of the spring mass model and
the phononic crystal, respectively. A comparison between the
dispersion relations obtained from the discrete model and the
continuous model is plotted in Fig. 9(c). Black lines repre-
sent the result of a discrete spring-mass model with Kj, =
Koue = 1.0 x 10%. Red dots stand for the FEA result with
din = 4.73 mm and doy, = 5.75 mm. Figure 9(d) shows sim-
ilar results for K, = 0.9 x 10%, Ko, = 1.2 x 108, and di, =
dowt = 5.08 mm. By varying di, and d, values and repeating
the dispersion curves fitting process, we finally come up with
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FIG. 9. (a) Unit cell of the discrete model. (b) Top view of
the unit cell of a phononic crystal. (c),(d) Comparison of unit-cell
dispersion curves with a double Dirac point or a band gap obtained
from the spring-mass model (solid lines) and the phononic crystal
(red dots).

the relationship between the square tube width d and the
effective spring stiffness K within the range of our interest,
as shown in Fig. 4(c).

APPENDIX F: CONSTRUCTION OF THE DISORDERED
PHONONIC CRYSTAL STRUCTURE

The disordered phononic structures are constructed by
mapping from discrete spring-mass systems. First, we need to
generate the random parameter ¢ that determines the disorder
configuration, where j is the spring element number. Then
we substitute €; into Eq. (5) to calculate the stiffness of the
Jjth disordered spring. Next, based on the fitted polynomial
in Fig. 4(c), we find the width d of an air tube correspond-
ing to each spring in the discrete model. Finally, we draw
the geometry of the disordered phononic crystal for FEA
simulation in COMSOL MULTIPHYSICS. Figure 10 summarizes
the procedure to generate the disordered phononic crystal
model.

APPENDIX G: STEADY STATE IN A PHONONIC CRYSTAL
FOR EXTRA DISCRETE DISORDER REALIZATION

In Fig. 11, we show the steady state of the disordered
phononic crystal under pseudospin excitation with the same
disorder strength but a different configuration compared to
realization in Fig. 4. As we can see, with the increase of
disorder strength, less energy could stay confined near the

Calculated disordered
spring stiffness
kj = Kj + Wie;

Generate random data ¢;

A
(" Find the corresponding air
tube width based on the
mapping relation in Fig. 4(c)
\_ d] = azka + Cllkj + Qg Y,

~

Create disordered
phononic crystal
geometry

FIG. 10. Procedure to generate the disordered phononic crystal.
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FIG. 11. (a)-(d) Steady state wave field under a harmonic ex-
citation in the presence of discrete disorder with disorder strength
W =0.2, 0.4, 0.6, and 0.8, respectively.

interface and propagate in the clockwise direction. We ob-
serve a growing leakage into the bulk and more significant
energy localization. In general, by comparing the results in
Fig. 4 and Fig. 11, we can know that the wave propagates
in a very similar trend for disordered systems with spin
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Bott index of low deviation (W = 0.2, 0.4, and 0.8). When
the averaged spin Bott index has a large variation (W =
0.6), a more drastic difference may appear in the disordered
system.

APPENDIX H: TOPOLOGICALLY PROTECTED EDGE
STATES AT BOTH ZIGZAG AND ARMCHAIR
BOUNDARIES

In this paper, we mainly investigate the wave propagation
along the zigzag type topological boundaries. A natural ques-
tion arises of whether armchair type boundaries can support
topologically protected edge states in the presence of disorder.
To answer this question, we design a rectangular structure
with both armchair and zigzag type topological boundaries
between the substructure composed of A type and B type
unit cells. Similarly, we introduce a random global disorder
and demonstrate the evolution of the pseudospin-dependent
edge state with different levels of disorder in Fig. 12. It is
clear that both armchair and zigzag boundaries can support
topologically protected edge states in clean and in weakly
disordered systems.

g (d) B

W=0.4 W=0.6

FIG. 12. (a)—(d) Propagation of pseudospin dependent waves along a mixed topological interface that is composed of both zigzag and
armchair type boundaries with disorder strength W =0, W = 0.2, W = 0.4, and W = 0.6, respectively.
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